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Abstract. The prediction of bleeding risk in cardiopulmonary bypass (CPB) patients plays a vital role in 
their postoperative management. Therefore, an artificial neural network (ANN) to analyze intra-operative 
laboratory data to predict postoperative bleeding was set up. The JustNN software (Neural Planner Soft-
ware, Cheshire, England) was used.  This ANN was trained using 15 intra-operative laboratory parameters 
paired with one output category – risk of bleeding, defined as units of blood components transfused in 48 
hours.  The ANN was trained with the first 39 CPB cases.  The set of input parameters for this ANN was 
also determined, and the ANN was validated with the next 13 cases. The set of input parameters include 
five components: pro-thrombin time, platelet count, thromboelastograph-reaction time, D-Dimer, and 
thromboelastograph-coagulation index. The validation results show 9 cases (69.2%) with exact match, 3 
cases (23.1%) with one-grading difference, and 1 case (7.7%) with two-grading difference between actual 
blood usage versus predicted blood usage. To the best of our knowledge, ours is the first ANN developed 
for post-operative bleeding risk stratification of CPB patients. With promising results, we have started using 
this ANN to risk-stratify our CPB patients, and it has assisted us in predicting post-operative bleeding risk. 

Introduction

Our pathology department started a new service 
called hemotherapy in May 2012.  The hemothera-
py team (HT), which is composed of hemato-
pathologists, blood bank pathologists, and pathol-
ogy residents, provides consultation to cardiac 
surgeons and anesthesiologists on coagulation is-
sues intra-operatively and post-operatively. Their 
patients undergo cardiopulmonary bypass (CPB) 
surgery for left ventricular assisted device (LVAD) 
and cardiac transplant surgery.  The recommenda-
tions made by the HT to the anesthesiologist and 
cardiac surgeons are based on laboratory data that 
are run in the STAT laboratory next to the operat-
ing room.  Intraoperatively, the HT formulates a 
recommendation of blood products to transfuse for 
the anesthesiologist and cardiac surgeons based on 
this laboratory data and the HT’s clinical 

impression of the patient.  Postoperatively, the HT 
takes charge of the management of the patient’s 
bleeding by ordering blood products to help con-
trol the bleeding [1].

During post-operative care, the HT finds that pre-
diction of bleeding risk plays a vital role in patients’ 
management. Therefore, members of the HT 
sought to develop a computerized program to pre-
dict postoperative bleeding.  With some previous 
experience in using artificial neural networks 
(ANN), the HT experimented with this idea.  ANN 
are mathematical/computational programs that are 
modeled on the biological central nervous system 
(neural networks) and are composed of intercon-
necting nodes (neurons) that can recognize patterns 
and relationships in data.  An ANN can take input 
data/output data and undergo supervised learning 
with a back-propagation method, or it can take in-
put data only and undergo unsupervised learning 
with an adaptation or self-organization method [2]. 
While ANN is used as a tool in a variety of settings 
outside of medicine, in the medical setting, it has 
been primarily used for classification, pattern rec-
ognition, prediction, and modeling [2]. 
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Using laboratory data from CPB patients on the 
hemotherapy service stored on our mobile comput-
ing platform, members of the HT experimented 
with building an ANN with this data [3].  This ar-
ticle will focus on how the ANN was built.  

Material and Methods

Patient Selection. This study was approved by the 
Committee for the Protection of Human Subjects 
(CPHS) of the University of Texas Health Science 
Center at Houston. The laboratory data from the first 52 
consecutive CPB patients on the hemotherapy service 
(between May 2012 and October 2013) were examined 
for inclusion in this project.  Specifically, the first 31 
consecutive CPB patients were examined for inclusion in 
the NeuroXL Clusterization portion of the project.  
After the exclusion of 14 patients due to incomplete 
laboratory data, the remaining 17 patients were included 

for this portion of the project.  Next, of the first 52 con-
secutive CPB patients on the hemotherapy service, the 
first 39 consecutive patients were used to create the 
ANN and the following 13 consecutive patients were 
used to validate the ANN.    

Determining Cut-off points with NeuroXL Clusterizer.
Before the supervised ANN was created, low, intermedi-
ate, and high blood usage cut-off points had to be deter-
mined.  NeuroXL Clusterizer (OLSOFT LLC, Moscow, 
Russia), which is a Microsoft-Excel (Microsoft 
Corporation, Redmond, Washington) add-on program 
that uses an unsupervised neural network approach 
(Kohonen) for clustering data, was chosen for this task. 
The 15 laboratory parameters (laboratory values most 
indicative of a bleeding tendency among several sets of 
intraoperative test results was chosen) and a blood usage 
parameter (defined as units of blood products used in 48 
hours from the start of surgery) for each of the first 31 
consecutive CPB patients on our hemotherapy service 
were entered into an Excel worksheet.  For this project, 
one unit of blood product was defined as one unit of 
packed red blood cell, one apheresis unit of platelets, one 
unit of fresh frozen plasma, or one dose of cryoprecipi-
tate (pooled from 10 single units).  Since NeuroXL 
Clusterizer requires complete data input for all training 
cases, all the cases in the first 31 consecutive CPB pa-
tients that lacked all 15 laboratory parameters were elim-
inated, leaving 17 cases to determine cut-off points in 
NeuroXL Clusterizer.  Next, the previously installed 
NeuroXL Clusterizer was launched from the add-ins tab 
of MS-Excel, and the option to cluster the input data (17 
cases with all 15 laboratory parameters) into 3 groups 
(low, intermediate, and high blood usage) was selected.   

Building ANN with JustNN. Once the cut-off points 
for low, intermediate, and high blood usage were deter-
mined, the process to build the ANN began.  For this, 
we used JustNN software (Neural Planner Software, 
Cheshire, England), a program that can be downloaded 
free of charge from http://www.justnn.com/ and in-
stalled on any Windows-based computer to build our 
ANN.  This program performs supervised training with 
input and output data points by using a back-propaga-
tion technique.  When starting the JustNN program, it 
displays a screen similar to an Excel spreadsheet (Figure 
1) where an ANN can be created by entering in all data 
and creating labels for rows and columns.  In this par-
ticular ANN, each row is labeled with a case number and 
is followed by the laboratory data for that particular case.  
Each column is labeled with a particular laboratory pa-
rameter and is followed by the particular laboratory pa-
rameter for each individual case.  The last column is la-
beled as the risk of bleeding or blood usage (output 
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Figure 1. Grid view of 39 patient’s laboratory values and 
bleeding risk in the Artificial Neural Network.  Column 1: 
# 1-21 is the left ventricular assisted device patient num-
bers and #1-18 is the cardiac transplant patient numbers, 
listed consecutively from when the surgery was performed.  
Row 1: R (Reaction time in thromboelastography), CI (co-
agulation index in thromboelastography), Plt count (plate-
let count), PT (prothrombin time), RISK (RISK is defined 
as L [low, ≤13.5 units of blood component], I [intermedi-
ate, 13.5-22.5 units of blood component], and H [high, 
≥22.5 units]). Arrow, grow new network icon; arrowhead, 
start learning icon; circle, query icon.  
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category) and is followed by the risk of bleeding or blood 
usage for each individual patient.  The last column 
(blood usage) was designated as the output category by 
double-clicking any cell in the column and changing it 
to “output”, thereby designating the whole column as an 
output column.  Other columns associated with labora-
tory parameters are designated as “input”.  After all rows 
and columns were labeled and all laboratory data and 
output data from training cases were entered, a new net-
work was created by clicking on the “grow new network” 
icon (Figure 1). The network was then trained by click-
ing on the “start learning” icon (Figure 1).  Once the 
network had been created and the ANN trained, the 
“add query” icon was clicked (Figure 1) and a row la-
beled “query” was populated. The laboratory data of the 
patient that we wanted to query could then be entered 
into the query row.  The computer program will then 
give a prediction of blood usage (the risk of bleeding) 
based upon the trained ANN in the row labeled “query” 
under the column labeled “Risk”.  Further details of how 
to create an ANN using JustNN can be found in the 
JustNN user guide [4]. 

Initially, the ANN was built and trained using 15 intra-
operative laboratory parameters (thromboelastography-
reaction time [TEG-R], heparinase modified thrombo-
elastography-reaction time [hTEG-R], heparinase 
modified thromboelastography-Alpha [hTEG-A], hepa-
rinase modified thromboelastography-maximum ampli-
tude [hTEG-MA], heparinase modified thromboelas-
tography-estimated percent lysis [hTEG-EPL], 
heparinase modified thromboelastography-lysis at 30 
minutes [hTEG-Ly30], heparinase modified thrombo-
elastography-coagulation index [hCI], hemoglobin 
[Hgb], platelet [Plt], prothrombin time [PT], partial 
thromboplastin time [PTT], fibrinogen [Fib], thrombin 
time [TT], D-Dimer, and antithrombin III [ATIII]) 
paired with one output category, risk of bleeding, i.e. 
blood usage).  Many sets of laboratory data are obtained 
during surgery (baseline, hemoconcentration phase/
warming phase, off-pump phase, and possible bleeding 
phase).  The exact tests ordered in each set of laboratory 
tests and the number and timing of sets ordered are 
based on the clinical impression of the HT.  However, 
only one laboratory value per parameter was chosen for 
use in building this ANN.  Here, the parameter that is 
chosen is the most indicative of a bleeding tendency.  For 
example, the highest PT/PTT value and the lowest 
platelet count among the result sets were chosen.  For 
this project, the risk of bleeding is defined as units of 
blood components (one unit of packed red blood cell, 
one apheresis unit of platelets, one unit of fresh frozen 
plasma, or one dose of cryoprecipitate) transfused in 48 
hours from the start of surgery: low, intermediate, and 
high based on the results of clustering by NeuroXL 
Clusterizer as described earlier. 

The ANN was trained with the first 39 consecutive CPB 
cases (21 left ventricular assist device implants, and 18 
heart transplants) on our hemotherapy service.  The 
training was done with the default software settings, in-
cluding learning rate of 0.60, momentum of 0.80, target 
error 0.01, and default setting for number of nodes [4]. 
The patient’s input parameters would be entered in the 
query data entry field and the ANN would give a predic-
tion on whether the patient was expected to need a low, 
intermediate, or high number of blood components.  
The prediction was then compared to the actual usage of 
blood components in the case.  

The decision was made to perform subsetting of the data 
to reduce the input dimensions (number of input pa-
rameters).  Of note, the ANN automatically calculates 
the relative importance of each input parameter.  This is 
defined as the sum of the absolute weights of the con-
nections from the input node to all the nodes in the first 
hidden layer. The subsetting process was performed as 
follows:

Bleeding Risk Stratification Using ANN 

Table 1. Total Relative Importance of Input Parameters.
 
 Parameter    Total   
       Relative  
                Importance

1 Platelets            303
2 Thromboelastograph-reaction time         244
3 Prothrombin time           204
4 D-Dimer              195
5 Thromboelastograph-coagulation index          169
6 Antithrombin III            133
7 VerifyNow-Plavix            115
8 Thromboelastograph-lysis at 30 minutes           77
9 Thromboelastograph- alpha            69
10 Fibrinogen              54
10 VerifyNow-Aspirin             54
11 Hemoglobin              32
12 Thromboelastograph-maximum amplitude        16
13 Partial thromboplastin time            9
14 Thrombin time             5

Table 2. Validation Results

Accuracy of Prediction             %

Exact match            69.2
One-grading difference                                         23.1
Two-grading difference                                       7.7
Accumulated exact match plus 
one-grading  difference           92.3
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1. The ANN was trained with the original 15 input 
parameters, and the 14 parameters that have the highest 
relative importance were identified.  
2. Subsequently, the top 14 parameters were trained 
and then the top 13 parameters were identified.  
3. This process was repeated until the top 5 parameters 
were obtained.  
The parameters were ranked in decreasing value of total 
relative importance.  This is defined as the sum of rela-
tive importance’s of a particular parameter in 11 itera-
tions of subsetting as described above.  Subsetting was 
performed to determine the relevant input parameters 
that would most affect the output parameter and essen-
tially eliminates the noise in the data.  It was then 
checked to see whether a reduction in dimensions might 
achieve better accuracy in prediction.

In a similar fashion as with the original 15 laboratory 
parameters, a new ANN with only the five most impor-
tant parameters (identified by subsetting) paired with 
risk of bleeding was created and trained with the same 
39 CPB cases.  This ANN was then validated with the 
next 13 consecutive CPB cases and would be the one we 
desire to use in practice. The validation was performed 
by querying the ANN with the patient’s input parame-
ters in the validation set that is comprised of the next 13 

consecutive cases.  The pa-
tient’s input parameters in 
the query data entry field 
and the ANN would give a 
prediction on whether the 
patient is expected to need 
a low, intermediate, or 
high number of blood 
components.  The predic-
tion is then compared to 
the actual usage of blood 
components in the case.  

Results 

The results of the unsu-
pervised analysis by 
NeuroXL Clusterizer 
showed that the averages 
of blood usage for 
Clusters 1, 2, and 3 were 
12.28, 14.6, and 26.8 
units of blood compo-
nents, respectively. The 
mid-points of the cluster 
averages were calculated 
and used as cut-offs for 
low, intermediate, and 

high blood usage.  For example, the midpoint be-
tween clusters 1 and 2 was approximately 13.5; low 
blood usage was designated as <13.5 units.  Using 
this method, the following thresholds were deter-
mined: low (≤13.5 units), intermediate (13.5-22.5 
units), and high (≥22.5 units).

The subsetting results showed that the five most im-
portant parameters are Platelet, TEG-R, PT, 
D-Dimer, and CI, while the six least important pa-
rameters are Fibrinogen, VFN-ASA, Hgb, TEG-
MA, PTT, and TT (Table 1).  These parameters 
were ranked in decreasing value of total relative im-
portance.  This is defined as the sum of relative im-
portance’s of a particular parameter in 11 iterations 
steps of subsetting.  Of note, the validation process 
indicated that a five-input parameter ANN achieved 
a better accuracy rate of prediction compared to 
those with more than and less than five input pa-
rameters.  Also, the top five parameters from the 
subsetting process were different from and yielded 
more accurate results when compared with the top 
five parameters that the ANN automatically 
calculates.
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Figure 2. Visual schematics of our neural network. First column of spheres represents the 
input parameters, second column of spheres represents the hidden layer, and last column of 
spheres represents the output parameter.  Each sphere represents a node and the lines be-
tween the spheres represent the weights of the connections between the nodes.
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The validation results of the five-input parameter 
ANN with 13 patients in the validation set showed 
9 cases with exact match, 3 cases with one-grading 
difference, and 1 case with two-grading difference 
between actual blood usage versus predicted blood 
usage.  One-grading difference is defined as the dis-
crepancy between low and intermediate or interme-
diate and high.  Two-grading difference is defined 
as discrepancy between low and high. The results 
are summarized in Table 2.

In addition, for the ANN, convergence occurred 
after 2207 cycles and iterations ended with an aver-
age error rate of 0.009827.  The final ANN with 
five input parameters was created with just 11 
nodes, including five input nodes, five hidden 
nodes, and one output node (Figure 2). 

Discussion

ANN have been used in a variety of settings like 
pharmaceutical science, engineering, and medicine.  
In the medical setting, ANN have been used widely 
as a predictive tool in diseases such as breast cancer, 
gynecologic disease, lung cancer, and even sleep dis-
orders [5,6,7,8]. In a recent study, five variables 
(age, surgery and radiotherapy type, tumor size, re-
gional lymph node, distant metastasis) were used to 
predict the five-year survivability of breast cancer 
patients through the use of an ANN [5].

With good validation and convergence results, this 
ANN was made an accessible tool to all the pathol-
ogists and pathology residents on the hemotherapy 
service.  The JustNN software and the data file for 
the ANN were downloaded onto the two Dell (Dell 
Inc., Round Rock, Texas) ultrabooks that are cur-
rently dedicated to the hemotherapy service.  Here, 
the user can simply enter the five input values into 
the data entry fields of the query row in the ANN, 
and the ANN will give a prediction of whether the 
patient has a low, intermediate, or high risk of 
bleeding with associated low, intermediate, or high 
number of blood components used.  The hemo-
therapy pathologist can then use this information 
to aid in the management of post-operative bleed-
ing in these patients by preparing more or fewer 
blood products with the prediction of how much 
blood products the patient is likely to need. 

Since the ANN became available, it has been well 
received by the hemotherapy physicians and resi-
dents. It is easily accessible on the Dell ultrabooks 
dedicated to the HT and can be downloaded from 
http://hemepathreview.com (section 14-Coagulation 
based hemotherapy) onto any Windows-based com-
puter.   The ANN has been readily used on the 
Hemotherapy service for the post-operative man-
agement of our patients by enabling the HT to pre-
pare the right amount of blood products for each 
patient.  In the future, we will be conducting a study 
to measure the ANN’s utilization rate and how often 
it impacts clinical decisions.  

The advantages of an ANN is that it recognizes com-
plex nonlinear relationships, requires a smaller sam-
ple size than that used in formal statistics, has the 
ability to identify all possible interactions between 
inputs, and can be used with multiple different 
training algorithms [2,9].  On the other hand, the 
main disadvantage of ANN is that it is like a “black 
box”.  This means that once the operator creates the 
ANN, the software program will determine the 
weights of each of the input automatically [9]. 
Unlike in logistic regression models, the operator 
cannot manipulate the weight of each of the input 
variables and it is not possible to find causal relation-
ship with ANN [9].

Many options were available when choosing which 
software to use to build this ANN. NeuroShell2 
v3.0, BrainMaker v3.7, CAD/Chem v5.0, and 
NeuralWorks Professional II/Plus are a few examples 
of commercially available ANN software on the 
market [10]. The choice of JustNN was mainly 
based on the HT’s previous experience with this 
software on another project.  It is relatively easy to 
use, and the ANN was created using JustNN with 
only moderate effort. 

In the end, a supervised artificial neural network 
(ANN) was trained to analyze intra-operative labo-
ratory data to predict postoperative bleeding.  The 
validation results are promising with accumulated 
accuracy of exact match plus one-grading difference 
of 92.3%.  There was only a 7.7% two-grading dif-
ference.  The inaccuracy in prediction in a small 
number of cases was most likely due to the fact that 
coagulation status is not the only determining factor 
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of bleeding in patients.  Laboratory tests can only 
measure the coagulation status of the patients.  The 
other main factor causing post-operative bleeding 
in cardiac patients is surgical bleeding, referring to 
an anatomic defect that wasn’t fully managed dur-
ing surgery.  

There was also good correlation between the input 
categories and the output categories of the final 
ANN, as measured by several other measures of the 
ANN.  The learning for the ANN stops when the 
maximum error converges with the minimum er-
ror; for our ANN, convergence occurred after 2207 
cycles.  If the correlation between the input and 
output category had not been present in the data 
set, convergence would not have happened, and the 
training could go on indefinitely or for a very long 
time because the program needs to look at more 
patterns to find one that correlates with the data 
set.  Hence, the longer the training goes on, the less 
correlation there is between the input and output 
parameters and it becomes a less effective predic-
tion model. In this ANN, 2207 cycles is relatively 
fast, taking less than one minute to reach 
convergence.  

Being able to estimate the amount of blood compo-
nents required in the post-operative care of CPB 
patients based on this ANN has been of great utili-
ty.  One major issue in blood banking is inventory 
management of blood components.  For patients 
with a rare blood phenotype, blood components 
are hard to find.  It takes more time to find these 
components. Many times they are frozen units that 
require thawing, and the thawed blood has a short-
er shelf life.  The issue here is determining how 
many components to prepare for the postoperative 
management of patients with rare blood pheno-
types.  If too many components are prepared, then 
the components may be wasted due to the shorter 
shelf life.  On the other hand, if too few compo-
nents are prepared, then there is a risk of not having 
the components ready when needed and patients’ 
coagulopathy not being alleviated, with subsequent 
poor outcome. It allows better prediction of how 
many components will be needed in the post-oper-
ative care of the patient and so an optimal number 
of components can be prepared.  

Although this is a fairly accurate prediction tool 
based on our validation results and our experience 
with this ANN, the predictions are not always on 
the spot.  For example, there is a two-grading differ-
ence in one of the patient’s actual blood usage ver-
sus the predicted blood usage in the validation set 
for our ANN.  As discussed above, the inaccuracy is 
most likely due to the fact that besides coagulation 
status, surgical bleeding is a major factor in patients’ 
bleeding.  Another limitation of this ANN is that it 
only predicts total units of blood loss and does not 
provide a breakdown by component; however, it 
still does give a general sense of how many overall 
blood products the patient will need and is very 
useful in this regard. 

In conclusion, to the best of our knowledge, this 
ANN is the first one developed for post-operative 
bleeding risk-stratification of CPB patients. With 
promising results, we have started using this ANN 
to risk-stratify our CPB patients. More data for the 
training set is being accumulated to further increase 
the accuracy of this ANN. 
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